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1 Introduction
Artificial intelligence (AI) technology is benefiting mankind, but the goal
The research and development of many previous AI systems mainly follow the "technology-centric"
Idea [1-5] . Research shows that inappropriate AI technology development has led to
Many accidents that harm humans, the AI ​​accident database has collected 1,000
There have been many accidents [6] , these accidents include pedestrians killed by self-driving cars,
Errors in trading algorithms led to a "flash crash" in the market, and facial recognition systems led to
Innocent people were arrested and so on. Academician of the American Academy of Engineering, Professor of Computer
Shneiderman [4] will focus on "technology-centric" or "people-oriented
The controversy in developing an AI system for the “centered” concept is visually described as
"AI Copernicus Revolution", proposed that AI development should put humans in the middle
Heart, not algorithms and AI technology.
In recent years, how to focus on the concept of “Human-centric AI”
Prevent AI from harming humans and causing negative social impacts, etc.
Research has attracted more and more attention [2-3][5-11] , currently there is no
There is a systematic interdisciplinary work framework to effectively deal with these
New challenges and promotion of work in this area. National Natural Science of China
The Science Foundation Committee established an interdisciplinary department in 2020,
At the high-end academic forum of Fork Science, invited AI and human-computer interaction
(Human-computer interaction), human factors engineering (human
factors engineering) and other experts agree that interdisciplinary
It is the inevitable trend of future scientific development.
In this context based on the concept of interdisciplinary cooperation, this article
Answer the following three questions: Compared with traditional computing technology, AI technology
What new challenges does technology bring? How to promote "people-centered
The application of “AI” concept in AI research and development? From the perspective of interdisciplinary cooperation
What strategy should we adopt? This article will further elaborate on our
The “human-centered AI” (human-centered AI) proposed in 2019
AI, HCAI) concept [2] , systematically proposed human-artificial intelligence interaction
(Human-AI interaction, HAII) this emerging interdisciplinary
field. It is hoped that through advocating the HCAI concept and the HAII field,
AI research and development benefit mankind and avoid potential negative effects.
2 New changes and challenges brought by AI technology
2.1 Cross-age characteristics of AI technology
The AI ​​community generally believes that AI technology has mainly experienced three waves.
The first two waves focused on scientific exploration, confined to “technology-centered
The vision of the "heart" presents the characteristics of "academic dominance". The depth machine
Technologies such as computer learning, computing power, and big data have promoted the third wave of
Rise. In the third wave, people began to pay attention to the application of AI technology.
Use landing scenarios to develop front-end applications and human-computer interaction that are useful to humans
Mutual technology, considering issues such as AI ethics. At the same time, the AI ​​community
It is advocated to regard human and AI as a human-machine system, and introduce the role of humans [1][3] .
It can be seen that the third wave began to revolve around the "human factor".
The development of AI has prompted people to think more about the theory of “human-centered AI”
read. Therefore, the third wave presents "technology improvement + application development"
The characteristics of “development + people-centered” [2] means that AI development is not only
Is it a technical solution or a system engineering of interdisciplinary cooperation.
2.2 The new human-machine relationship in the intelligent era
AI can be developed into a feature of autonomy
Agent. Depending on the degree of autonomy, an AI system can have a certain
To a degree similar to human cognition, learning, self-adaptation, independent execution
Operation and other capabilities, in a specific scenario, it can autonomously complete a
Some specific tasks can be autonomous in some unanticipated scenarios
To complete the tasks that the previous automation technology could not complete [9-11] .
This kind of intelligent and autonomous feature gives the machine in the man-machine system new
character of. In the age of non-intelligence, human operations are based on computing technology,
The machine acts as an auxiliary tool. The nature of interaction between humans and AI systems
The above is the interaction between humans and autonomous agents. With the improvement of AI technology,
It is possible for the main agent to use an auxiliary tool that supports human operations
Develops into a teammate working with a human operator, pretending to be
Play the double role of "auxiliary tool + human-computer cooperation teammate" [11] .
Therefore, the human-computer relationship in the intelligent age is evolving into a team
The relationship between teammates forms a kind of "human-machine crew" (human-machine crew)
teaming) cooperation [13-14] . The human-machine relationship in the intelligent age
Different from the human-computer interaction in the PC era, it is a challenge and a machine for AI research and development.
In case, developers need to use this kind of human-machine cooperation in AI research and development,
Ensure that humans can effectively control the AI ​​system and avoid harming humans.
2.3 Comparison of human-non-AI system interaction and human-AI system interaction
Human-computer interaction is an interdisciplinary field formed in the PC era.
Investigate the interaction between people and non-AI computing systems. Table 1 compares people-
Some features between non-AI system interaction and human-AI system interaction
Levy. The characteristics of the human-AI system interaction are based on the AI ​​system
Has a high degree of intelligent autonomy, some features are not yet available
now. It can be seen from Table 1 that compared with human-non-intelligent system interaction, human
-Intelligent system interaction brings many new features and new problems, and also gives
The research and application of human-intelligent system interaction has brought new opportunities.
In the human-non-intelligent system interaction, as a way to support human
Operational auxiliary tools, machines rely on pre-designed rules and calculations
Law. Although there is also a certain degree of human-machine cooperation between humans and machines,
But the machine as an auxiliary tool is passive, and only humans can dominate
Start this limited cooperation actively .
The autonomous characteristics of the AI ​​system agent make the agent
It is similar to a human-human team to a certain extent.
"Cooperative interaction" between. In a specific operating environment, this
This kind of interaction can be two-way active, shared, mutual
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Complementary, replaceable, adaptive, goal-driven and predictable
Determined by the characteristics of the test (see Table 1). With the development of AI technology
In the future, AI systems will have more of these characteristics [12] .
This shows that the new characteristics of human-AI system interaction in the intelligent age
And the research issues have far exceeded the current human-computer interaction research
The scope of research and application requires a new thinking to consider how to
Effectively carry out multidisciplinary cooperation to deal with human-AI system interaction and
A series of new features and challenges faced in the research and development of AI systems.
3 The rise of the HAII field and the field concept
Foreign research and applications for human-AI system interaction have been developed
Open [13-14] . For example: human-agent interaction [15] , human-autonomous interaction
(human-autonomy interaction) [16] , human-AI interaction [17] .
Although these tasks have their own focus, they are all researches on people and intelligence
The interaction between "machines" (agents, intelligent agents, etc.). so,
This kind of interaction is essentially human-AI interaction (human-AI
interaction, referred to as HAII). There is no system yet
Regarding the work framework in the field of HAII, it is necessary to formally promote the
Promote as a new interdisciplinary field.
3.1 The concept of the HAII field: human-centered AI
In recent years, when the “technology-centric” approach has influenced AI research
At the same time as the development, researchers are also exploring
AI development methods, for example, human-centered algorithms, AI humanistic design
Design, inclusive design, AI based on social responsibility [8] .
Stanford University established "Human-centric AI" in 2019
Table 1 Comparison of the characteristics of human-non-AI computing system interaction and human-AI system interaction
Table 1 Comparative analysis between human interaction with non-AI systems and AI systems
feature
Human-non-AI computing system interaction in the computer age
Human-AI system interaction in the intelligent age
Instance
Office software, washing machine, automatic production line, etc.
Intelligent audio, intelligent decision-making system, self-driving car, etc.
Machine behavior and intelligence are determined according to fixed algorithms, logic and rules.
Machine behavior; lack of machine intelligence
Have varying degrees of human-like cognitive abilities (learning, self-adaptation, self-holding
Line, etc.); show special and evolvable machine behavior
Machine role
Mainly as an auxiliary tool
May also become teammates working with humans
Machine output
Deterministic
Uncertain
Human operator role monitor, performer
May also become teammates working with AI (people should be the final decision makers)
Man-machine relationship
Human-computer interaction
Human-computer interaction + human-crew team cooperation
User Interface
Graphical user interface, touch screen interaction, explicit interaction
Wait
Also includes new intelligent interaction: voice interaction, face recognition
No, brain-computer interface, implicit interaction, etc.
Human-computer interaction
Behavioral characteristics
Human-computer interaction initiated by humans and based on explicit interfaces is based on information such as human cognition, behavior, emotion, and scene context. Agents can also
To actively initiate human-computer interaction based on the implicit interface, etc.
Starting ability
Humans initiate tasks and actions actively, and machines passively accept that both human and machine can actively initiate tasks and actions
Human-computer interaction
Directionality
Only people’s one-way trust and situational awareness of machines
Knowledge, decision-making, etc.
Two-way trust, situational awareness, intention between human and machine
Figure, the decision-making control rights that can be shared between humans and machines (humans should
Have ultimate control)
Smart complementarity
Machines have no intelligence, and there is no intelligence complementation between humans and machines. The complementarity between machine intelligence and human biological intelligence
System output
Interpretability
Mainly depends on the availability of the system output interface
Also presents AI "black box" effect, leading to system output
Difficult to explain and understand
Human, machine
Ability to predict
Only human operators have
Both humans and machines can use models such as behavior and situational awareness,
Predict the other party's behavior, environment, system, etc.
Adaptive ability
Only human operators have
Both humans and machines can adapt to each other's behavior and operating scenarios
Goal setting ability
Only human operators have
Both human and machine can set or adjust the system target
Replacement ability
Machines can replace human tasks (with the help of automation
Technology, mainly physical)
Machines can replace human physical and cognitive tasks (man-machine can take the initiative
Or passively take over, delegate tasks, etc.)
Human-machine cooperation
limited
Based on some of the above characteristics, it may produce more effective human-machine cooperation
User needs
Mainly include usability, psychology, safety, physiology, etc., but also emotion, privacy, ethics, decision-making autonomy, etc.
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(Human-Centered AI, hereinafter referred to as HCAI) Research Center,
The purpose is to develop a cooperative
It is about human morals and ethics and AI systems that benefit humans [18] .
Xu Wei [2][19] proposed a "people-centered
AI” (HCAI) system conceptual framework, which includes human, ethical,
Three aspects of technology. Shneiderman [20] proposed a
A guiding frame for the development of a reliable, safe and trustworthy AI system
shelf. HCAI is the concept that guides the new field of HAII. Below us
Further elaborate the three aspects of the HCAI concept: technology, people, ethics
Management (see Figure 1). Among them, Figure 1 summarizes the main ways of all aspects of work.
Diameter (see the blue font surrounding the three peripheral circular parts in Figure 1),
For example, human needs, AI application scenarios; Figure 1 also summarizes these
HCAI design goals to be achieved by the work (see Figure 1
Human-centered AI" the black font in the center circle part), for example,
Available AI, useful AI.
(1) "Technology": Emphasize the organic combination of the three parts.
(A) Machine intelligence: use algorithms, big data, computing power and other technologies to
Develop machine intelligence; (b) Human intelligence: use intelligence enhancement technology,
Promote the increase of human intelligence with the help of methods such as psychology and cranial nerve technology
Strong (see 4.1); (c) Human-machine hybrid enhanced intelligence: AI community has recognized
Realizing that the path of independent development of AI technology has encountered a bottleneck effect,
High-level human cognition is difficult to reach the level of human intelligence
[1][3][20] . Therefore, the HCAI concept emphasizes the integration of human roles into humans and machines
System, through the complementation of man-machine intelligence, develop man-machine hybrid enhanced intelligence
The integration of energy, AI and human intelligence enhancement technology (see 4.1, 4.2).
The goal is to develop sustainable, powerful, and human-controllable AI;
The purpose of AI development is to enhance human abilities, not to replace humans.
(2) "Human" aspect: Emphasizes
Starting from needs, implement effective application scenarios, and develop human cognitive models
Type, implement human-computer interaction based on “human-centered” in AI R&D
Mutual design and methods (modeling, design, testing, etc.). The purpose is to develop
Useful (meet people’s needs, have use value), usable (easy
Use, easy to learn ), humans have the final control of the AI ​​system.
(3) "Ethics": Combining interdisciplinary methods and effective development
Development practices, standards and governance, etc., through engineering design methods (such as
"Meaningful human control", see 4.7), to ensure that AI development complies with
Based on fairness, human privacy, ethics, human decision-making power, etc.
Rights. The goal is to develop ethical and responsible AI.
The HCAI concept emphasizes maintaining the central position of people in AI development,
A systematic AI development that implements the interdependence of technology, people, and ethics
Develop thinking and advocate that AI development is an interdisciplinary collaborative system engineering
Process, developed a reliable, safe and trustworthy AI system [2][20] .
3.2 Framework of work in the HAII field
For the emerging field of HAII, we have made the following preliminary
Definition. Figure 2 illustrates the leadership of Human-Artificial Intelligence Interaction (HAII)
Domain framework, in which the blue circle represents the main cross-disciplinary collaboration
As a subject, the long white part represents the research of HAII discussed in this article.
The main problems of research and application (see 4.1 to 4.7 for details).
• HAII field concept: Human-centered AI (HCAI).
• HAII field purpose: as an interdisciplinary field,
HAII uses AI, computer science, human-computer interaction, human factors engineering,
Psychology and other disciplines technology and methods, committed to cooperative research and development of the AI ​​department
System, optimizing the interaction between humans and AI systems, focusing on machines and humans
Complementary advantages of intelligence, comprehensive consideration of AI ethics, emphasizing people
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The ultimate control over the AI ​​system, by providing an interdisciplinary
Cooperation platform to realize HCAI development concept in AI system development,
Provide humans with safe, reliable, and trustworthy AI.
• HAII research and application scope: in a narrow sense, HAII involves
To the research and application of human interaction with AI systems; broadly speaking, any
AI research and development involving human use and influencing people belong to HAII
Scope, including the research and application of AI systems that interact with people
Application areas, such as smart phone application APP, smart human-computer interaction technology,
Intelligent decision-making system, intelligent Internet of things, etc. As shown in Figure 2, HAII
From the perspective of the human-machine-environment system, considering various factors
The impact of AI interactions, a comprehensive understanding of these impacts will help play AI
Advantages of technology to avoid negative effects.
• HAII domain approach: as an interdisciplinary field, through
Multidisciplinary approach (modeling, algorithm, design, engineering, testing, etc.)
And the process of cooperation to develop the AI ​​system. These methods come from these
Related disciplines, such as computational models, engineering design methods, behavioral disciplines
Learn research methods, human-computer interaction design, etc.
• HAII field personnel: those who are engaged in the research and application of HAII
The staff includes people from AI, computer, data science, human-computer interaction, mind
Professionals in science, cognitive neuroscience, social science, etc. Broadly
Generally speaking, most people engaged in the research and development of AI systems belong to this
In this category, the AI ​​systems they develop more or less interact with people,
All are to develop AI systems that are beneficial to humans.
3.3 Why new areas of HAII are needed
First, the HAII field provides a cooperation platform for various disciplines.
tower. HAII helps to unite under one domain name (HAII)
Interdisciplinary and cross-industry professionals involved in the research and development of AI systems, avoid
Confusing names, this kind of interdisciplinary cooperation helps to effectively develop
Human-centric AI system.
Secondly, the field of HAII emphasizes that the objects of its research and application are
AI, not a traditional non-AI system, helps remind people to pay attention
The difference in characteristics between AI and non-AI systems has prompted people to pay attention to AI
Use effective methods to solve new challenges and new problems brought about by technology
Solve the unique problems in the development of AI systems.
Finally, the HAII field helps to promote the HCAI concept in AI research
Implementation in development. HAII emphasizes the central role of generals in AI research and development
Integrate into the system design to avoid potential security risks [8][12] .
Historically, new technologies have promoted the emergence of new fields. Enter PC
Times, the traditional "human-machine interaction" (human-machine interaction)
Interaction) field transition to the new version of "human-computer interaction" (human
-Computer interaction), but this "machine" is not the other "machine" [21] . intelligent
The machine of the era transitions to the AI ​​system, and the new characteristics of AI prompt HAII
The emergence of new fields, therefore, the emergence of HAII is also inevitable.
We do not recommend setting up HAII as an independent new school
Section, emphasize that HAII is a new type of interdisciplinary field, and hope that through this
Cross-disciplinary and cross-industry collaboration in various fields to implement the HCAI concept.
For example, the work of HAII requires the participation of human-computer interaction personnel, and they must
New thinking must be adopted to carry out research and application on the interaction between humans and AI.
3.4 Challenges in realizing the HCAI concept and HAII solutions
Work in the HAII field is not just emerging. The AI ​​industry and others
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Some work has been carried out in related disciplines. To further elaborate on HAII
Field, based on literature review and analysis, Table 2 summarizes the current HAII
The focus of research and application, the challenge of realizing the HCAI concept, HAII
Possible solutions in the field and expected HCAI design goals. Table 2
Some examples are also cited, and the details are discussed in Part 4 of this article.
As can be seen from Table 2, first of all, in order to realize the design based on the HCAI concept
As planned, there are many challenges to be solved in the research and application of HAII. Do not
To solve these challenges, we will not be able to realize the HCAI concept, and we will not be able to develop
Send out safe, reliable, and trustworthy AI.
Secondly, Table 2 outlines the scope of research and application of HAII.
Professionals from AI and other disciplines are currently working on this
Work, these challenges cannot be solved by a single discipline.
It shows that the work of HCAI and HAII requires interdisciplinary collaboration.
Finally, the HAII field adopts an interdisciplinary approach. HAII research
And application challenges, possible solutions and examples all depend on
Interdisciplinary methods (modeling, engineering design, behavioral science methods, etc.),
A single-disciplinary approach cannot effectively solve these problems.
More than 40 years ago, when the new PC technology was just emerging, the developer base
This book follows the "technology-centric" philosophy. With the popularity of PC
And, many user experience problems have arisen, and people are beginning to realize
The importance of the concept of "human-centered design" comes from the computer science
Professionals in science, human factors engineering, and psychology have promoted the human-machine
The formation and development of interactive disciplines. Years of practice, user experience
The idea has formed a consensus in society and computing technology circles.
Today, with the introduction of AI technology, we have witnessed similar
Scenario, but this time ignoring the cost of the "people-centered" concept
The impact on humans and society will be more serious [6] . Therefore, the various disciplines
We must once again work together to promote the "people-centered
"Heart Design" version (i.e. HCAI concept) and work in the field of HAII,
Make more effective use of AI technology, maximize strengths and avoid weaknesses, and serve humanity.
In addition, the HCAI concept and the HAII field define AI development
The concepts, goals, and approaches that should be followed in
Body model or algorithm. We emphasize interdisciplinary cooperation, once it is clear
With these ideas, goals, and approaches, AI personnel can be more effective
Develop models, algorithms, and
technology.
4 Key issues in the research and application of HAII
According to the HCAI concept, in response to the new challenges posed by current AI,
We analyze the current progress in the research and application of HAII from the following aspects:
Development and put forward the key directions for the future. At present, some AI personnel are also opening
We hope that the HCAI concept and the HAII field will be proposed
Can strengthen the HCAI concept and interdisciplinary cooperation of these personnel,
It is also hoped that non-AI personnel will actively participate in the research and application of HAII.
4.1 Human intelligence enhancement
Since the concept of AI was proposed in 1956, researchers have started
Committed to another path: Intelligent enhancement (Intelligence
Augmentation, IA) [22] . Intelligence enhancement is committed to enhancing human intelligence
Can [23-24] . Researchers use new technologies (such as psychology, brain-computer interface
Mouth, virtual reality), and use AI technology to promote the research of intelligent enhancement
Research and application [52] . From the perspective of HCAI concept, the
Strong has the same goal: use AI technology to enhance human abilities.
There is a long-standing competition between the AI ​​field and the intelligent enhancement field.
Some AI personnel believe that AI can replace humans, and intelligence enhances humans
Members believe that AI only provides new means for intelligent enhancement technology [25] .
From the analysis of the HCAI concept, AI and intelligence enhancement will adopt similar technologies.
It should be the expansion of human intelligence, and it should be "using human
"Centered" partnership, many smart solutions are actually two technologies
Collection, haii can act as a bridge for cooperation between the two.
There are many problems in intelligent enhancement research that require the leadership of HAII in the future.
Domain contribution. First of all, machine intelligence cannot imitate certain aspects of human intelligence.
In these dimensions, HAII advocates exploring which type of
Human intelligence enhancement and technology can provide effective means to compensate
The weakness of AI [26] , which requires intelligent augmentation personnel to actively seek
AI, psychology, cognitive neuroscience, human factors engineering discipline support.
Secondly, develop the application of the best combination of AI and intelligent enhancement technology
The solution will effectively promote the cooperation between the two technologies, thereby
Achieve the effect of "1 + 1> 2". The HAII field can play a
The role of an intermediate bridge, from the perspective of human-computer interaction, psychology, etc.
Degree of human-computer interaction, multi-modal interaction compatibility, human recognition
Know the processing level, the degree of autonomy of the AI ​​system and other dimensions to develop
Solutions that can support the effective interaction between humans and intelligent systems.
Third, according to the HCAI concept, intelligent enhancement professionals should
Human beings are placed at the center of the system plan. The HAII field promotes psychology,
Cognitive neuroscience and other personnel actively participate in research. For example, based on
Plasticity mechanism, build a controllable cognitive load, timely physiological feedback, physical
A new type of human-computer interaction study of two-way brain interaction. These studies will be effective
Supports training and enhancement of human intelligence in many application fields [53] .
Finally, look for AI technology and intelligence at the biological neural level
Integrated solutions for enhanced technology. This is the current research side
One direction, for example, brain-computer fusion [27] . HAII promotes AI and cognitive God
Optimized through the cooperation of science, brain imaging technology, human-computer interaction and other personnel
Brain-computer interface solutions, through the integration of AI at the biological neural level
Explore effective human-AI interaction methods with intelligent enhancement technology [28] .
4.2 Human-machine hybrid enhanced intelligence
Introducing the role of humans and human intelligence into the AI ​​system will form
The advantages of human intelligence and machine intelligence complement each other to develop a stronger
Large and sustainable human-machine hybrid enhanced intelligence [1][3][20][28] .
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Table 2 Challenges in realizing the HCAI concept in the HAII field, possible HAII solutions, application examples, and HCAI design goals
Figure 2 Challenges in realizing the HCAI design philosophy, possible HAII solutions, application examples, and expected HCAI design goals
HAII field focus
(See section 4)
Challenges in realizing the HCAI concept
Based on the HCAI concept
HAII possible solutions
Research and application examples in the field of HAII
Based on the HCAI concept
Design goals (Figure 1)
AI system
Machine behavior
(Section 4.7)
Potential, biased system output, unexpected
Machine behavior, unique machine behavior evolution, not
Mature machine learning training and testing methods, lacking
Machine learning without user participation, social interaction
Complex machine behavior, between multiple AI agents
Complex behaviors and interactions
"Human-centric" machine learning, interactive
Machine learning, human-computer interaction methods in data collection
Application in collection, training, algorithm adjustment, and testing
Use, machine behavior based on behavioral science methods
Research
Interactive machine learning: [29] Based on the "human-centered" concept, the target users
(Domain experts) Participate directly, reduce reliance on machine learning experts, and pass
Build and train machine learning models through effective human-computer interaction. User check,
Training model results, and continuously adjusting subsequent inputs until satisfactory results are obtained. Mutually
For traditional machine learning, this method is faster, more efficient and optimized, and it has been applied
Used in recommender systems, information retrieval, situational awareness and other fields
Useful AI,
Ethical AI,
Responsible AI
Human intelligence enhancement
(See section 4.1)
Human Intelligence Enhancement Technology (IA) and AI Technology
The competition between IA and AI technology is lacking
The best solution with complementary advantages
HAII can play a role as a bridge between IA and AI
Use, formulate the best combination of the two technologies
Plan to ensure that AI technology enhances human intelligence,
The guarantor has the ultimate control right to develop biological
Neural-level solutions (brain-computer fusion, etc.)
An intelligent system that integrates IA and AI technologies to enhance human intelligence in applications,
Through monitoring (remote, etc.), humans can realize human-machine collaboration and guarantee human’s
Decisive control [25] . For example, smart drones (military, etc.), robots (monthly
Ball detection and other dangerous scenes, medical and surgical fine operations, etc.), intelligent decision-making system
(Stock trading system, etc.)
Useful AI,
Available AI,
Enhance people's abilities,
People have final control
Man-machine hybrid
Strong intelligence
(See section 4.2)
Machine intelligence is difficult to simulate human advanced cognitive abilities
Power, the bottleneck effect of the development of machine intelligence technology,
Lack of development paths to develop machine intelligence in isolation
Sustainability, lack of human control in AI development
And safety considerations
Human-machine hybrid enhances intelligence, "Human in the loop"
AI system and interactive design, man-machine collaborative control
System, brain-computer hybrid system, based on cognitive psychology
Cognitive computing (emotion, intention
Etc.), human advanced cognitive ability model, knowledge
Consciousness representation and map, symbiosis and fusion of man and machine
"Human in the loop" hybrid enhanced intelligence [1] [30-31] : the use of human and machine intelligence
Complementary advantages, dealing with large-scale, incomplete and unstructured knowledge and information;
In the interaction between users and the AI ​​system, iterative knowledge and learning will deepen the understanding of data and system.
The system understands that the AI ​​model accepts specific input and determines the input based on user feedback.
To achieve better results than those achieved separately, and avoid the loss caused by AI technology.
Risk control, which has been applied in fields such as autonomous driving, auxiliary medical care, and video retrieval
Scalable AI,
Efficient and powerful AI,
Human-controllable AI,
People have final control
People-AI cooperation
(See section 4.3)
Lack of mature people-AI cooperation theory, method,
Cognitive framework, lack of mature human-machine situational awareness
Sharing, mutual trust between humans and machines, and shared mental models between humans and machines
Theories, models and methods of sharing, human-machine decision-making and sharing
Law
Human-AI cooperation theory and model, human-AI cooperation
For team performance evaluation and testing methods, man-machine
Co-driving, human-AI cooperation in the social environment,
Human-computer interaction model of human-AI cooperation, human-made
Designed for the ultimate decision-maker's person-AI cooperation
From a multi-disciplinary perspective, it is based on people from the perspective of perception, cognition, and execution-
AI solutions provided by AI cooperation provide the basis. For example, human-AI collaborative research
Strategy and framework [32] , human-AI cooperation team performance evaluation [33] , human-AI mutual trust
[34] , Mental model in human-AI cooperation [35] , System design of human-AI cooperation [36] ,
Human-AI cooperation system permissions [37] , quantitative and qualitative modeling of human-AI cooperation [38]
Useful AI,
Available AI,
Human controllable AI
Explainable AI
(See section 4.4)
AI "black box" effect, users cannot understand AI
System decision-making, influence human decision-making, influence AI
"Human-centered" interpretable AI, terminal
User-participatory interpretable AI, understandable
"Human-centered" real-time interpretable AI solution: the computer in [39]
In game research, the real-time generation of AI agent and user interaction is based on natural language
Available AI,
Responsible AI
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Technology promotion, psychological explanation theory has not been applied
Use, there is no way for end users to participate, AI
It is interpretable but not understood by the end user
AI, AI system output interface visual design
Design, "people in the loop" interpretable AI, heart
The transformation and application of Neo-Confucianism interpretation theory, user participation
And interactive AI man-machine interface design
Inference data, use these data to train an AI model that can
The result of the play generates human intelligible reasoning. In the study of [40], autopilot
Passengers in the driving car select driving environment targets through effective human-computer interaction methods,
These selection goals make the decision of the driving algorithm easier to interpret and understand
Human controllable autonomy
(See section 4.5)
AI's unique autonomy characteristics and potential negatives
Impact on the mixing of the concepts of automation and autonomy
Confusion, the underestimated impact of autonomy (confused as
High level of automation)
Mankind is controllable and autonomous, and man and machine share autonomy
, Human-autonomous teamwork, automation
Transformation of research results, meaningful human control
System, autonomous fault tracking data system
Udelv Automatic Delivery Vehicle (ADV) [41] , ADV adopts L4 automatic driving, which can
Complete unmanned point-to-point operations in some public places. The system
Including remote monitoring system, if needed (mission marginal area, emergency scene
Etc.), through seamless human-machine control conversion, manual intervention can be achieved
Available AI,
Ethical AI,
Human-controllable AI,
People have final control
Intelligent human-computer interaction
(See section 4.6)
Lack of human-computer interaction paradigm for intelligent interaction,
Human limited cognitive resources in a complex intelligent computing environment
The bottleneck effect of the source, for the non-AI system
Human-computer interaction design standards, the use of intelligent interaction
User experience problem
New paradigm of intelligent human-computer interaction, effective intelligence
Human-computer interaction design, aimed at people with AI systems
Computer interaction design standards, based on human-AI cooperation
Human-computer interface design, intelligent human-computer interaction
Usability design
Human-computer interaction design standards for AI systems: ISO human-AI system interaction
Technical documents (ISO 9241-810) [42] , Microsoft Design Guidelines and Guidelines [17] ,
"Google AI + People Guidebook" [43] ; effective smart man-machine
Interactive development process: "paired AI cooperative development process" [44] ; effective people
Computer interaction design method: AI priority method [43] , AI as design material [45]
Available AI,
Useful AI
Ethical AI design
(See section 4.7)
Humans may lack ultimate control over AI systems
Right, the AI ​​system produces output deviations and unexpected results
As a result, abuse of the AI ​​system (resulting in discrimination, privacy
Leakage, etc.), lack of traceability of AI system failures
And accountability mechanisms
Meaningful human control, AI error traceability machine
System, transparent design, optimized machine learning construction
Model, training, testing, AI personnel knowledge improvement
Ascend, the AI ​​ethical design of an interdisciplinary approach
Design, ethical design techniques and examples
"Meaningful human control" design [46] : transparent system design, effective human
Machine interaction, human operators can have enough information about the autonomous technology used
(Situational awareness, etc.) to ensure informed, conscious and legal decisions are made;
Equipped with a “fault tracking system” mechanism to realize system behavior and fault tracing and questioning
Accountability
Ethical AI,
Responsible AI,
Available AI,
Human controllable AI
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At present, the research on hybrid augmented intelligence can basically be divided into two
kind. The first type is the "people in the loop" hybrid at the system level
Enhanced intelligence [57] . This kind of thinking is in line with the HCAI concept, which is about human creation
Introduce into the AI ​​system to form a human-centered and human-machine relationship
Hybrid intelligence. For example, in the "people in the loop" paradigm, people always
It is a part of the AI ​​system. When the confidence of the system output is low, people dominate
The parameters are adjusted automatically to give a reasonable and correct problem solution, which constitutes an improvement
Intelligent feedback loop [1] [48] . Another option is at the biological level
The development of "brain in the loop" hybrid augmented intelligence [3] , based on biological intelligence
With the goal of deep integration with machine intelligence, through neural connection channels,
In order to form an enhancement, substitution and compensation for a certain functional body.
The second type of hybrid augmented intelligence is to embed human cognitive models into AI
In the system, a hybrid enhanced intelligence based on cognitive computing is formed [1] . From
HCAI concept analysis, this kind of hybrid enhanced intelligence is not really meaningful
The human-machine hybrid on the Internet enhances intelligence, because this kind of system is not able to guarantee
Use the human-machine system as the carrier to realize the central role of humans in the human-machine system
Use and final decision-making power. Of course, introduce the human cognitive model to the machine
In intelligence, it is very important for the development of machine intelligence.
Work in the HAII field will contribute to the research and application of human-machine hybrid enhanced intelligence.
Play an important role. First, the HAII field promotes psychology, cognition
Cooperative support from professionals in engineering and other disciplines, accelerating existing psychology, etc.
The conversion of academic achievements to support cognitive computing research and provide effective
Cognitive computing architecture [49] , for example, to improve the understanding of unstructured audiovisual
The ability to perceive information and the processing efficiency of massive amounts of heterogeneous information,
The HAII field needs to support the AI ​​community’s “perception feature extraction and expression
And integration" and "modal information collaborative computing" and other aspects of audiovisual
Research on Information Cognitive Computing [50] . HAII encourages the use of cognitive computing
Law and the "people in the loop" approach (systems, biological level) integration
Work Ideas. Based on the HCAI concept, this kind of thinking helps to develop
A more powerful, sustainable, human-controllable AI.
Second, carry out the human-machine hybrid intelligent control based on the HCAI concept
Research. For the control of human-machine hybrid intelligent system, there are currently two main types
Scheme: "Human in the loop control" and "Man-machine coordinated control" [51] . AI
Efficient switching between humans and machines in the emergency state of the system is currently important
Research topics. For example, the tracking control of an autonomous weapon system after launch,
Efficient man-machine switching under emergency conditions for autonomous driving vehicles. HCAI philosophy
Humans are required to have the ultimate control, which requires specialized expertise such as AI and human-computer interaction.
The cooperation of industry personnel to find effective solutions.
Third, carry out research on human-computer interaction of human-computer hybrid enhanced intelligent systems
Research. "Human-in-the-loop" hybrid intelligent systems need to interact with users
Mutual design [30] . Different from traditional human-computer interaction, the object of user interaction is
The AI ​​model, the user interface is difficult to understand, and the user interacts with the AI
Uncertainty of user intent [1] . HAII research requires AI professionals
Cooperate with human-computer interaction, human factors engineering, etc., from intelligent system, application
Optimize system design in three aspects: household and human-computer interaction design. For example, open
Develop natural interaction design and choose an effective mental model.
Finally, carry out the human-machine hybrid increase at the human advanced cognitive level
Strong intelligence research. HAII research requires AI, cognitive neuroscience, computing
Cooperation of professionals in computer science, psychology, etc. For example, enter one
Further explore the research of human-computer fusion, brain-computer fusion, etc., in the future,
At a higher cognitive level, it is the superposition of brain-computer intelligence (such as learning,
Memory) to establish more effective models and algorithms [52] ; to explore how to integrate people
Decision-making and experience and machine intelligence in logical reasoning, deductive reasoning, etc.
The combination of advantages in this aspect makes human-machine cooperation highly efficient [1] . Long-term
From a long-term perspective, human-machine hybrid enhanced intelligence may form an effective human-machine in the future
Symbiosis [53] , through the intelligent integration of individuals and groups, and other ways, finally in
Realize the symbiosis and integration of man and machine at the system and biological level [54] .
4.3 Human-AI cooperation
Intelligent technology has brought a new type of human-machine relationship: human-AI cooperation
The work of the human-AI system as a combination is better than the work of a single entity
More effective [33][35] . Research on human-AI cooperation is currently
Hotspots. HAII research requires AI, psychology, and human factors engineering
The cooperation of science and technology is carried out on the three levels of perception, cognition, and execution.
At the perceptual level, for effective human-AI cooperation, the AI ​​system
Human models are needed to support the system’s monitoring of human status (health
Theory, behavior, emotion, wish map, ability, etc.); the man-machine of the AI ​​system
The interface should be transparent enough to help humans understand the current system state. example
For example, situational awareness (situational awareness) sharing between humans and machines is a combination of human-AI
One of the basic questions for research. Research needs to understand how to effectively implement
Two-way communication between the present human and AI based on the situational awareness model [55] ,
There is still a lack of situational awareness models and tests for human-AI cooperation
Method [66] . The future work of HAII needs to enrich the theory of situational awareness,
Provide support for human-AI cooperation modeling, cognitive architecture, and performance measurement.
At the cognitive level, the human-computer interaction model in the PC era has not
It can meet the complex interactive scenarios of the intelligent age. HAII requires a construct
Cognitive and computational model of human-AI cooperation [57] . Between people and AI
Mutual trust affects the performance of human-AI cooperation, HAII needs to study trust measurement
Measurement, modeling, repair, correction, etc., and how to measure
When the dynamic function exchange between human and machine in different operation scenarios
The trust needed. Different from traditional human-computer interaction, both human and AI need each other
This perceives and recognizes the intent and emotion of the partner, and future research needs to be further
Explore mental models, intention recognition, emotional interaction and other models step by step to
And how to implement and verify these models in system design.
At the executive level, effective human-AI cooperation should allow for
At the level of services, functions, systems, etc., the decision-making power is between humans and AI agents.
Sharing between management. The transfer of decision-making power depends on the two-way communication between man and machine.
Responsibilities, situational awareness sharing, degree of cooperation and other factors. For example, in
In the field of driving vehicles, the work of HAII needs to study the sharing of human-machine control
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Sharing of situational awareness, mutual trust between humans and machines, and risk
Evaluation, etc., to ensure the rapid and effective switching of vehicle control rights between man and machine
Change, to ensure that people have the ultimate control (including remote control, etc.) [58] .
HAII research needs to understand how to complete between humans and machines under what conditions
Effective handover, can we use the idea of ​​human-AI cooperation?
Effective human-computer interaction, providing effective human-machine control transfer. HAII
Future work should also be carried out in the following aspects.
First of all, HAII needs to develop new theories for human-AI cooperation research,
Models and methods for evaluating and predicting the performance of human-AI cooperation teams, which
These are new problems that are not encountered in traditional human-computer interaction. HAII collar
Domain work should support AI modeling and the demand for modeling data (examples
For example, situational awareness, behavior, intention, trust) [13] , co-developers
-AI cooperation solutions in various application fields.
Secondly, the field of HAII needs to be
Research on human-AI cooperation on a level. To study social factors (social responsibility
Responsibilities, ethics, etc.) on the impact of human-AI cooperation on how to make AI replace
Rationally take on the role of a team and cooperate with human teammates [13] ; how to study
From the perspective of system design, develop well through appropriate human-computer interaction
Good human-computer relationship (trust, emotion, etc.); research how to effectively support
Support long-term human-AI cooperation (such as medical robots).
Third, the people needed for HAII research to build a human-AI cooperation scenario
Machine interaction modeling. Collaborate with AI personnel to research on humans-AI in cooperation with humans
Computer interaction modeling poses challenging theoretical issues, for example, distributed cognition
Theory, context-based knowledge representation and knowledge graph [59] , human-AI
Cognitive modeling of emotional interaction and social interaction in cooperation.
Finally, HAII needs to research in a real operation and social environment.
Research people-AI cooperation [60] . For example, laboratory studies have shown that compared with simple machines
The interaction of robots can enhance human coordination, and the robot can directly
Cooperating with people [61] ; the cognitive style of AI and people in human-AI cooperation,
When personality characteristics and other characteristics are adapted, it can enhance the mutual trust and reliability of humans and machines.
In the future, we will verify these human-AI social interactions in a real social environment,
This will help optimize the design of human-AI cooperation.
4.4 Explainable AI
Methods such as deep learning will produce AI "black box" effects, leading to
Users have questions about the decision-making of the AI ​​system. This effect can be used in various applications.
Occurs during use, including AI in financial stocks, medical diagnosis, and security inspections.
Monitoring, legal judgments and other fields, resulting in a decrease in the efficiency of system decision-making and ethical
Ethics and other issues affect the public's trust in AI.
Seeking explainable AI (eXplainable AI, XAI) has become
A research hotspot in the AI ​​community, the representative one is DARPA [62] in
Projects launched in 2016. The project focuses on: (1) Development or improvement
ML technology to obtain interpretable algorithm models; (2) With the help of advanced
Human-computer interaction technology to develop user interface models that can explain AI; (3)
Evaluate psychological interpretation theories to help explain the development of AI.
After years of hard work, the AI ​​community has begun to realize that non-AI disciplines are
It can explain the importance of AI research [63] . Miller [64] 's questionnaire
It is clear that most interpretable AI projects are only carried out within the AI ​​discipline. May
Many AI personnel adopt an “algorithm-centric” approach, which intensifies the calculation
The opacity of the law [65] . Some AI personnel did not follow the HCAI philosophy,
It is common to build interpretable AI for oneself rather than for users [66] . Research also
Show that if you adopt behavioral science methods, focus on users rather than
Technology, research on interpretable AI will be more effective [64] .
The future work in the field of HAII mainly includes the following aspects. head
First, research and develop "human-centered interpretable AI" solutions
case. The HAII field should start from human-computer interaction, psychology, human factors engineering, etc.
To find a solution. Many previous studies were based on static and
One-way information transmission-style interpretation, in the future, the work of HAII needs to study and explore
So-type, natural, interactive interpretation to design an interpretable interface [67-68] .
Second, the HAII field advocates that interpretable AI research needs to be further
Mining models such as psychology. Although these theories and models are usually
Produced in laboratory research, explainable AI research should be used well
These models also verify their feasibility [68] . HAII's work
Can use its own interdisciplinary characteristics to serve as an intermediate bridge
Function, accelerate the conversion of the theory, and construct an effective interface or calculation model.
Finally, in the field of HAII, the research and application of understandable AI should be carried out.
use. Explainable AI should also be understandable [68] , interpretability is a must
A condition is necessary, but not a sufficient condition. Considering from the HCAI concept, it is reasonable
The AI ​​solution should meet the needs of the end user (e.g. knowledge level).
Research in this area requires the support of behavioral science methods and experiments
Verify [69] .
4.5 Human controllable autonomy
Intelligent autonomous technology is entering people’s work and life,
However, some people have begun to confuse the concepts of automation and autonomy.
Can lead to inappropriate expectations and misuse of technology [10] . Automation technology
According to fixed algorithms, logic and rules, a certain machine behavior is generated.
Intelligent systems will have varying degrees of human-like intelligence (self-adaptation
Ability to respond, self-execution, etc.), the output of the system is uncertain, with
Machine behavior that may be deviating. The autonomous characteristics of AI are important for safety
Negative effects such as public psychology have not attracted enough attention [70] .
Starting from the HCAI concept, we advocate
The human-controllable and autonomous design of the “AI” design goal, that is, the intelligent self
The main system needs human monitoring, and the human operator has the ultimate
The decision-making power (through direct or remote control, etc.) [4] .
The human factors engineering community has already
Etc.) has carried out extensive research on the automation system in
Know [71-72] . Many complex automation systems have vulnerabilities.
It runs well in the specified operating scenarios, but unexpected things happen
It may cause the operator's "automation surprise" phenomenon [71] :
The operator cannot understand what the automation is doing and why it is doing it.
Endsley [70] believes that in the intelligent autonomous system, as the system
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The improvement of the degree of system autonomy, the "automation" level of each individual function
Increase accordingly, which may cause operators to pay attention to these functions
In the emergency state, the phenomenon of "people outside the ring" appears. right
Investigations of fatal accidents of autonomous vehicles that have occurred in recent years show that
Confusion of face patterns, “people outside the ring”, and excessive trust are precisely based on the
Typical problems in automation systems [73-74] .
Features such as potential autonomous operability in smart technology will also cause
People have an excessive trust in this technology similar to automation. have
The autonomous system of learning ability means the uncertainty of its operation results
Sex may develop in unexpected ways, and it may bring the operator
A more intense "automation surprise" experience than automation.
Future work in the field of HAII can be considered from the following aspects:
First of all, the HAII field must address some basic issues of autonomy
Start research. Fully understand the characteristics of AI autonomy from the perspective of human-computer interaction
Impact on the design of human-computer interaction, study the expectations of autonomy on operators,
Roles, etc., to study the influence of autonomy on the emotional stress and cognition of operators
The influence of ability, personality traits and communication attributes [75-76] .
Secondly, in the field of HAII, HCAI should be realized in the development of independent systems
The conceptual design goal of "Human Controllable AI". Currently, despite the human-computer interaction
Mutual professionals participate in autonomous systems (such as self-driving cars)
Research and development, but frequent accidents remind us to evaluate the current
Law [11] . SAE [77] believes that L4-L5 autonomous vehicles do not require people
Category monitoring and intervention, we questioned SAE’s neglect of automation and autonomy
The essential difference between the [78] , may be the design, safety, standardization and recognition
Certificate, etc. have an adverse effect. High-level self-driving cars are
Dynamic "autonomous system, not a traditional automation system. Based on
The concept of HCAI is based on human-AI cooperation, mutual trust between humans and machines, and situational awareness.
Exploring independent design from the perspectives of sharing, independent sharing, etc., to achieve effective
Human-machine co-driving and handover [79] , any level of autonomous vehicles needs to confirm
The guarantor is the ultimate controller of the system (including remote control methods).
Finally, to achieve "meaningful human control" for autonomous systems
"Meaningful human control" (meaningful human control) design goal [46] .
The HAII work must implement this goal: (1) Through the "Human in the Environment
"Road" and human-computer interaction design to ensure that humans can take over or
Interrupt the operation of the system; (2) Install the
Tracking System" to achieve design improvement and accountability system for man-machine faults [46] ,
Promote the realization of the design goal of "Human Controllable AI" in the HCAI concept.
4.6 Intelligent human-computer interaction
Intelligent human-computer interaction has brought challenges and opportunities to the HAII field.
Meet. The rich application scenarios and user needs of the AI ​​system need to be effective
Human-computer interaction paradigm [80] . Limitations of existing human-computer interaction methods (such as WIMP)
Due to limited sensing channels, insufficient interaction bandwidth, input/output bandwidth
Issues such as imbalance and unnatural interaction methods have been put forward by research
Post-WIMP paradigm [81] , these paradigms require the verification of HAII’s work
certificate. Multi-modal fusion and parallel interaction paradigm are important for HAII in the future
Research content, research in this area is currently mainly in the AI ​​and computing technology circles
Expanding, HAII should provide interdisciplinary support. HAI also needs to be in context
Greater breakthroughs have been made in perception and intention understanding [81-83] .
The new human-computer relationship of human-AI cooperation improves human-computer interface design.
A new request was made. Traditional man-machine interface is mainly based on "stimulus-response"
The concept of "instruction sequence" interaction is aimed at intelligent human-computer interaction (emotional
Sense, intent recognition, context detection, etc.)
Mutual, HAII must design an effective human-machine interface to support human-AI cooperation
Required situational awareness sharing, human-machine mutual trust, human-machine control sharing, etc.
The HAII field needs to develop human-computer interaction design for AI systems
standard. The existing standards are mainly for non-AI systems, international standards
The organization is drafting the design standard for the interaction of the AI ​​system (ISO
9241-810) [42] , there have been some human-computer interaction devices for AI systems
Planning guidelines [17][64] , but the contribution of the HAII field is still needed.
4.7 Ethical AI Design
The ethical AI design goal advocated by the HCAI concept is the AI ​​industry
Important issues of general concern at present. Research shows that AI personnel are on the job
There is usually a lack of training in the application of ethical codes for design in industry training.
The AI ​​community has realized that ethical AI design requires multidisciplinary cooperation
[84] . Professional organizations and companies have issued multiple sets of AI ethics codes, but
Research shows how to effectively implement these regulations in the development of AI systems
Fan needs further efforts. Some professionals are
Not to consider ethical design in the process [85] . Therefore, in the field of HAII
An important task is to implement ethical AI design in the development process
middle.
First of all, the HAII field should carry out research on the behavior of AI machines.
Research. In 2019, many scholars from MIT and other universities published in Nature
The article suggests to carry out research on AI machine behavior [9] . Currently engaged in machinery
For the research, it is mainly AI personnel who have not received any training in behavioral sciences.
The non-determinism of AI machine behavior needs to be based on algorithms, data, training,
Research the influencing factors in aspects such as testing to avoid algorithm deviation. Currently,
There have been researches on machine behavior based on the HCAI concept, for example, "Human
Centered machine learning", interactive machine learning and other methods [29][66] .
These methods help to solve the extreme behavior of AI system,
Fairness and other issues.
Second, the HAII field can adopt interdisciplinary methodology to support
Ethical AI design, iterative design advocated by human-computer interaction
And the evaluation method is used in the model algorithm training, and the collection algorithm training
Data, which defines the expected results of users and converts them into valid inputs
According to data, using early prototypes to carry out user experience evaluation, through iterative
Design and test to reduce algorithm deviation [86] .
Third, adopt the method of "meaningful human control" to transform ethics
Intelligent AI is implemented in the system design [46][70] . The system design must ensure:
(1) The operator can be informed about the autonomous technology used
And make a conscious decision; (2) the operator has enough information to ensure
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Take legal action. In addition, in system design, testing, professional
Personnel training and other aspects to ensure the effective control of the system by humans.
system. "Meaningful human control" is consistent with the HCAI concept and is beneficial to
Realize the goal of ethical AI in design.
Finally, the HAII field needs to optimize AI development practices to support the
Physical and chemical AI design. Research shows that the current AI community lacks effective ethics
Improved AI design methodology, technical details or details to guide design options
Example [85] . The field of HAII can start from "people in the loop" AI and human-AI cooperation
Provide help with design ideas. How to embed ethical AI principles
Into the development process, how to improve the ethical AI standards for AI engineering
The impact of teacher behavior, how to improve the ethical design skills of AI engineers
The problems of ability and other aspects all require HAII's multidisciplinary program.
5 Challenges and countermeasures of HAII research and application
As an emerging field, in the practice of realizing the HCAI concept,
HAII research and application must face challenges.
First, AI personnel lack an understanding of the HCAI concept. Many AI
The personnel in the development basically follow the "technology-centric" concept, one
Some people think that the problems that human-computer interaction cannot solve are currently being used by AI technology.
Technical solutions (such as voice input), the man-machine interface does not have to consider user experience;
Professionals such as human-computer interaction often define product requirements in AI projects.
Participating in the project later, limiting their influence on the design of the AI ​​system,
And it led to the failure of some AI projects [87-89] .
Second, there is a lack of effective interdisciplinary cooperation in the research and development of AI systems.
Lack of effective communication language between AI personnel and non-AI personnel, non-AI personnel
People lack the necessary AI knowledge, and AI people lack knowledge of other
Section’s understanding [90] . At present, researches have put forward the concept based on HCAI
Of AI and human-computer interaction professionals’ "paired AI collaborative development
Process” [46] and improved human-computer interaction methods [91] .
Third, there is a lack of effective methods for interdisciplinary cooperation. Some man-machine interaction
In the development of AI systems, mutual personnel still use traditional non-AI systems.
Traditional methods; many AI personnel are not easy to accept methods from other disciplines.
At present, people have proposed some methods, for example, "AI first"
Method, "AI as a design material" [43][45] .
In order to effectively realize the HCAI concept and carry out the work of HAII, we start from
Recommendations are made at the following three levels (as shown in Figure 3).
First, at the AI ​​R&D team level, establish a multidisciplinary team and
Adopt an interdisciplinary approach. The only new problem that AI brings is the use of multi-discipline
Only through cooperation can we find effective solutions. Based on the HCAI concept to optimize the existing
AI R&D process, for example, formulating HCAI design goals in the early stages of development
Optimize collaboration and cooperation on various development process nodes.
Secondly, at the organizational level of AI R&D companies, cultivate HCAI-based
Conceptual organizational culture, formulate development standard guidelines based on HCAI,
Provide HCAI R&D resources (interdisciplinary human resources, HAII projects,
Interdisciplinary research equipment, etc.), establish an efficient AI R&D team.
Finally, at the social level of AI R&D, cultivate HCAI
Interdisciplinary compound talents who want to study. For example, in colleges
Undergraduate majors of "Major + Minor" and "Major + AI Minor", training acupuncture
Master and Ph.D students on key issues of HAII; formulate AI development strategies and methods
Regulations, etc.; carry out cross-industry and cross-disciplinary research projects, and promote academic circles
Collaboration with industry; set up a special government fund to support
HAII project; establish a complete scientific research system that combines production, education and research,
Carry out research and application of HAII in some key industries.
6 Conclusion
1. The current intelligent age presents "technology improvement + application
Development + people-centered" stage characteristics. Have a certain degree
The ability of learning, self-adaptation, independent execution, etc. is the unique
Special autonomy features give the machine a new role in the human-machine system
Color brings a new type of human-computer relationship: human-AI cooperation. With people-computing
Compared with computer interaction, human-AI interaction has brought many new features and problems.
Question, which brings new challenges to the research and development of AI systems, prompting us to re-evaluate
Estimate the current R&D strategy based on non-AI systems.
2. In order to effectively solve the new challenges in the research and development of AI systems, this article
Explains the concept of HCAI, which emphasizes the organic integration of the three aspects of work
combine. (1) "Technology": The development strategy that promotes AI technology should focus on
The advantages of human and machine intelligence complement each other, bringing the role of humans into the AI ​​system
System, resulting in a more powerful and sustainable human-machine hybrid increase
Strong intelligence. The purpose of AI is to improve people's abilities, not to replace people;
(2) "Human": Emphasizes starting from the needs of human beings, providing useful,
Available, human beings have the final decision-making power of AI system; (3) "Ethics":
From the perspective of human ethics, AI system research and development should avoid ethical ethics
Germany and other issues, the purpose is to develop ethical and responsible AI.
3. In order to realize the implementation of HCAI concept in AI research and development, this
The text system proposes the new interdisciplinary field of HAII. HAII field is available
In order to provide an effective cooperation platform for various disciplines, focusing on AI technology
The new challenges and new problems of technology help to promote the HCAI concept in AI
The implementation of research and development has developed a safe, reliable and trustworthy AI system
System.
4. Aiming at the new problems brought by AI, we propose the future of HAII
The focus of research and application, they include human intelligence enhancement technology
Technology, human-machine hybrid enhanced intelligence, human-AI cooperation, interpretable AI,
Human controllable autonomy, intelligent human-computer interaction, and ethical AI design.
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5. In response to the challenges that HAII will face in practice in the future, from the R&D team
On the three levels of team, R&D organization, and R&D social environment, we recommend:
Establish a multidisciplinary R&D team, adopt an interdisciplinary approach, and optimize existing AI
R&D process; cultivate the organizational culture of HCAI concept, develop HCAI standard
Quasi-guidelines and R&D resources; cultivating interdisciplinary AI talents, political
The government has issued relevant policies and regulations, and actively carried out cross-disciplinary and cross-industry
And the research and application of HAII in key industries. We look forward as long as
All disciplines and industries work together, a "people-centered
The era of intelligent society based on the concept of AI will come.
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